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ABSTRACT
Data-driven decision making is fast becoming a necessary
skill in jobs across the board. The industry today uses an-
alytics and machine learning to get useful insights from a
wealth of digital information in order to make decisions.
With data science becoming an important skill needed in
varying degrees of complexity by the workforce of the near
future, we felt the need to expose school-goers to its power
through a hands-on exercise. We organized a half-day long
data science tutorial for kids in grades 5 through 9 (10-15
years old). Our aim was to expose them to the full cycle of a
typical supervised learning approach - data collection, data
entry, data visualization, feature engineering, model build-
ing, model testing and data permissions. We discuss herein
the design choices made while developing the dataset, the
method and the pedagogy for the tutorial. These choices
aimed to maximize student engagement while ensuring min-
imal pre-requisite knowledge. This was a challenging task
given that we limited the pre-requisites for the kids to the
knowledge of counting, addition, percentages, comparisons
and a basic exposure to operating computers. By design-
ing an exercise with the stated principles, we were able to
provide to kids an exciting, hands-on introduction to data
science, as confirmed by their experiences. To the best of
the authors’ knowledge, the tutorial was the first of its kind.
Considering the positive reception of such a tutorial, we hope
that educators across the world are encouraged to introduce
data science in their respective curricula for high-schoolers
and are able to use the principles laid out in this work to
build full-fledged courses.

1 Introduction
Data-driven decision making has become ubiquitous in busi-
nesses. One of the reasons for this is that businesses have
become ‘digital’ - customer acquisition, product/service de-
velopment and delivery happens through the internet. A
majority of our communication and social engagement also
happens on the web. Unlike before, lots of data is now
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created, automatically recorded and is amenable to exper-
iments. This allows for data driven techniques to be more
naturally applicable and efficient [9, 10].

In the last decade, machine learning performing feature
engineering to build predictive models has become a major
addition to the methods used in the industry to analyze in-
formation [2]. Earlier methods of data analysis comprised
studying group differences by ANOVA or doing a linear
regression. Feature engineering has become naturally im-
portant to derive insights from unstructured data like text,
voice, videos, etc. Modern analysis may take the form of
both - supervised and unsupervised learning, the former be-
ing tractable for use by industries and often more useful for
quick solutions. This new field of data analysis is loosely
called data science.

In the near future, data science is likely to have a vary-
ing degree of influence on almost every available job. While
some jobs will require the ability to record data in amenable
formats and infer using predictive models, others will in-
volve creating models and tools for analysis and insights [4].
For instance, a personal assistant will use an online tool to
understand how his/her manager has spent her time in pre-
vious weeks, offer her a visualization and could also predict
meeting trends ahead in time and plan her schedule better.
Such a reporting task will probably require recording data
properly, cleaning and bucketing it, being able to visualize
it and deriving features for deeper insights. Likewise, a sales
manager will be interested in answering a number of ques-
tions - what sales pitches work better, when to call a cus-
tomer and what habits are common to productive sales ex-
ecutives. To learn all of this, the sales manager should trust
the fact that data-based methods can answer such questions
and be able to collaborate with a data scientist. She needs
to record data in a form convenient for analysis and know
how to interpret results from such an analysis in the con-
text of sales and marketing process knowledge, which only
s/he has. With such a growing demand for data science in
various professions, we think that it will become a general
employability skill. It needs to be developed early on, much
like basic computer skills.

We decided to make a first attempt at teaching data sci-
ence to school kids from the 5th to 9th grades (10-15 years
old). Our goal was to give kids a hands-on experience of the
full cycle of a supervised learning task - data collection, data
entry, feature engineering, data visualization, model build-
ing, model testing and handling data permissions. We didn’t
want them to spend time staring at video tutorials or looking
at an instructor working her way through data. We believed
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a student would learn best when she would solve a problem
herself using data science; she would be able to think of
other problems she could similarly solve and question the ifs
and whys of the different steps involved in the process. Such
an approach draws from different pedagogic theories like ex-
periential learning [8], problem-based learning [12], cooper-
ative learning [7], cognitive apprenticeship [3] and blended
learning [5], the combination of which has shown to improve
student learning rates and decrease teacher stress [1].

We have conducted such a half-a-day long data science
tutorial in four cities so far - New Delhi, Bangalore and
Pune in India and Urbana Champaign in Illinois, USA in
which a total of 71 students have attended. In our experi-
ence, we felt that the students were able to perform all the
steps in the flow and understand the various insights the
exercise had to offer. We have made available the design
of the experiment, dataset, mentor and student experiences
on http://datasciencekids.org for the community to use and
develop further.

With the aim to keep the material accessible to students
given their training in math and computers and their cog-
nitive development, we made a considerable number of de-
cisions when designing this tutorial. This included choos-
ing an apt dataset, its construction, choosing a modeling
technique and the software platform used to implement this
exercise. We feel that one of the reasons for the successful
execution of this tutorial was our ability to control the com-
plexity of the exercise while giving the kids a rich experience
of doing something new and exciting.

Specifically, the paper makes the following contributions

• We lay out a set of design principles to choose a prob-
lem statement and create a dataset to provide a hands-
on experience to students in the 10-15 years’ age group
of the whole flow of a supervised machine learning task.
• We also propose a simple interpretable supervised learn-

ing model, analogous to a game, which the kids can
easily understand, build themselves and see in action.
• We demonstrate the design principles by actually con-

structing an exercise which requires the kids to know
only counting, addition, percentages and comparisons.
Having ensured restricted pre-requisites for the exer-
cise, the kids get an exciting, rich experience of being
able to visualize effects, identify features and predict
an unknown.
• We believe that this is a first successful demonstra-

tion of teaching young kids data science and should
be an encouragement to the community to investi-
gate and build full-fledged courses containing modules
which follow the design considerations discussed here.

This paper is organized as follows - §2 discusses the design
decisions which were considered to ensure that the exercise
was accessible to kids. §3 details the predictor which the kids
had to design. §4 describes the various steps involved in the
entire exercise. §5 discusses observations from the tutorial
and describes student experiences. Concluding remarks and
future work is discussed in §6.

2 Design Considerations
The following constraints were considered while designing
the tutorial. The aim was to provide a gentle introduction
to the core concepts behind data science and supervised ma-
chine learning while ensuring that the material was readily

comprehensible, intuitive and the pre-requisites for partici-
pation were minimal. In addition to discussing the design
considerations for a comprehensive introductory tutorial on
data science for kids, this section also sheds light on design
choices which can be introduced as modules in a longer, full-
fledged data science course. In the remainder of this paper,
we refer to the intended audience for such a data science
tutorial, students in the 5th to 9th grades (10-15 years old),
as our target group (TG). We also interchangeably refer to
the dependent variables as output variables and independent
variables as input variables respectively.

2.1 Problem Statement
Full Data Cycle The exercise should provide the TG with
a hands-on exposure to the full cycle of a typical supervised
learning approach - data collection, data entry, data visual-
ization, feature engineering, model building, model testing
and data permissions. Introducing unsupervised learning
would be harder to relate to and understand and is hence
avoided.

Relatable Dataset The TG should be able to relate to and
be interested in the data set used. They should also find
what the model may predict to be exciting. For instance,
commodity prices and stock market information would be
rich in data but wouldn’t be appropriate. On the other
hand, predicting the weather based on the clothes people
wore could seem obvious, thereby underplaying the role of
data science. In summary, use a dataset which is relatable,
interesting and can lead to some exciting prediction.

Pre-built Datasets There are several datasets available on
the web, including those specifically built for educational
purposes. Avoid using these curated datasets. The TG
should be exposed to the process of data collection and en-
try, which is an important component requiring time and
attention when solving real world problems. In the larger
scheme of applying data science to their surroundings, such
an exercise would be an essential first step. Moreover, be-
ing involved in collecting and entering data would also give
them greater ownership around the exercise and enhance the
activity element.

Binary Variables To get a sense of the input variables,
the TG should be able to visualize them and infer whether
they discriminate the output. If the inputs are continuous-
valued, they would need to plot probability distributions to
see, say, group differences, which would be hard. Plotting a
scatter between the dependent and an independent variable
to intuit a pattern, an increasing or decreasing relationship,
in a typically noisy graph would also be hard. Discretizing
the continuous inputs, a process which would require under-
standing thresholds and their effect, would make the overall
exercise complex. Hence, to keep the exercise simple, use
discrete binary values for the dependent and independent
variables. This reduces to a two-class classification problem
with binary features. Here, visualizations could be made by
merely counting, say, how many times a feature was repre-
sented (was valued 1) in the two classes of the output. It
would reduce to a simple bar graph where one compared
the heights of the different bars. Additionally, have not
more than 3-4 independent variables in the dataset. The
TG should be able to clearly understand the relationship
between the dependent and independent variables.
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Problem
statement

Relatable dataset
The dataset used in the exercise must be relatable to a high-schooler. Some bad
examples - oil prices, stocks etc.

Data collection
Participants need to collect and enter data. This would give them a sense of how
data is retrieved and collected in real applications.

Prediction
The final prediction ought to have an aha-moment. It should not be something
obvious, such as predicting the weather by looking at ones’ clothes.

Dataset

Data-type
It is best if the dataset has discrete-valued variables. It makes analyzing the data
much easier.

Independent variables The dataset should contain at most 3-4 independent variables.

Balanced dataset
To make feature engineering intuitive, ensure that each feature is represented
equally, creating a fully balanced dataset.

Unseen data
Let the unseen dataset again be balanced, with each feature being represented
equally in it.

Model
Model building

Participants should be able to design a simple, interpretable model from the
dataset.

Arithmetic involved
The math involved to design such a model should be constrained to operations in
counting, addition, percentages and simple if-then logic.

Model design
The design of the model needs to be amenable to high schoolers. It needs to
have intuitive properties like a point-based system which adds up when the most
discriminating feature is present in a sample.

Platform
Easy tech

A spreadsheet software should be the most the participants use. A full-fledged
programming language like R or Python would be high on pre-requisites.

Manual override
The exercises should be designed such that it does not rely on formulas alone.
Filtering, counting, pivoting information in any spreadsheet software should be
demonstrable by manually performing these actions as well.

Table 1: Design principles for a hands-on exercise in data science for kids

Balanced Dataset Ensure that the two categories in each
independent variable are represented equally in the training
set and also within each category of every other independent
variable in the dataset. This would mean having 2n unique
data-points for n independent variables. This has a couple of
advantages. First, when the effect of each independent vari-
able on the output is visualized, it would likely represent
the actual trend and not a result of an over/under repre-
sentation of categories of another variable.1 This increases
the chance of succeeding in being able to demonstrate an in-
tuitively correct result. Second, and more importantly, the
TG has to just see how the ratio of the categories of an in-
dependent variable moved from the expected 1:1 (See §4 for
more details). This reduces the overall complexity without
compromising the accuracy of the experiment design. Ad-
ditionally, the training and validation set sizes should be at
least in the ratio of 2:1. This would mean having at least
(2n × 3) data points in total.

2.2 Predictive Model
The TG should be able to design a predictive model them-
selves and also understand the intuition behind its working.
Learning a linear logistic model manually was ruled out and
so were any methods involving complicated means and stan-
dard deviation calculations. We were inspired by the work
of Hunt et al. [6] which suggests that concept creation based
on existing knowledge in human subjects can be modeled as
decision trees.The realization of this concept can be thought
about as an ensemble of single-node decision trees which vote

1This is not entirely true since we balance only known vari-
ables and categories. Unknown variables or categories with
varying distributions can also create an imbalance

together. A score of +2 is given if the feature exists and −2
if it doesn’t. This is done for each feature and the final
score is the sum of individual scores. The final classification
is done on whether the sum is greater than 0 or not. With a
plus/minus point system, we reduce the complexity of tak-
ing out averages and doing these calculations for each class
and then comparing. The TG has to only count, add and
compare. This model is fairly easy to understand - games
have a point-based system where an accumulated score de-
cides a win or loss. Here, points given to each class decide
whether it finally wins.

2.3 Technology
Any spreadsheet software (like Microsoft’s Excel) could be
used as the technology platform for the exercise. The TG
would have to familiarize themselves to be able to enter
data into the spreadsheet, count manually, draw graphs and
be able to write an IF-condition formula and copy it. The
TG could additionally use filters to make the counting easy.
Those not comfortable with using spreadsheet commands
can be guided to perform such tasks manually. In our expe-
rience, kids picked up the software fairly quickly and were
able to learn by example. We do think that building a better
tool specifically for data science, something akin to Scratch
for programming [11], will be very useful and a promising
area of research.

2.4 Risks in the Design
• One risk with using an on-the-fly dataset is to not find

any interesting trends or good predictions. This can
be countered in a couple of ways. One way could be to
design a dataset where there is already evidence of a
relationship, an extreme example being collecting data
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for a known physical law. The other way could be to
pilot the dataset beforehand with a few kids to see if
something interesting comes out. We followed a mix
of both these approaches.
• One objection could be that we have conveniently sim-

plified our experimental setup to ensure that it is al-
ways successful. These techniques are not entirely cor-
rect and would fail for real world datasets. We are
aware of this. Our aim was to show one successful
application of data science to the kids through which
we could instill in them that they could solve prob-
lems themselves and encourage them to explore more
sophisticated techniques. We might be at the risk of
being inaccurate in our process of simplifying things,
but we think this is in line with arundhati nyaya, a
useful eastern pedagogical tradition. It describes the
act of teaching an approximately correct but palatable
idea first before teaching a fully developed, correct and
non-trivial idea.

3 Problem Statement
Considering the design choices mentioned, we decided that
our TG should design a friend predictor. We arrived at this
decision after eliminating a few other choices. For instance,
we considered a movie preference predictor, but found that it
did not work well in cases where kids had not seen a movie,
creating buggy or missing data in the process. Such ad-
vanced use-cases can be considered when designing material
for a full-fledged course.

The Friend Predictor Each TG member got a set of im-
ages containing kids’ faces along with their names and hob-
bies. By looking at just an image and the description pro-
vided therein, they had to decide whether they would be-
friend the kid shown in the image. This data would then
be used to design a predictive model to predict if a new kid
was friend-worthy.

We avoided showing the TG faces of real kids as that
would have added variance which our small sample size wouldn’t
have done justice to. There were only four dimensions of
variance in our sample set which our TG could implicitly
consider in deciding whether they would befriend the kid in
the image or not. These were - gender, hobby, name and
facial expression. Hobbies could broadly be categorized into
two - indoor and outdoor activities. Names in some geogra-
phies have evolved. There’s a noticeable difference between
old-sounding names from the new. We hoped the TG would
take to these names differently. We made some of the boys
and girls in the images look gloomy and some cheerful. We
wanted to see if the TG was affected by such moods. This en-
tire exercise was posed as a problem in supervised learning,
which had four independent variables and one dependent
variable - the rating provided by the TG participants.

4 Exercise Workflow
In this section, we describe the sequence of operations which
our TG went through as part of the data-exercise. We list
out the nuances involved in each step.

Training and Validation Sets The data set was presented
to the TG as flash-cards, each of which had an image, a de-
scription of names and hobbies and some space in its corner

Introduce
data

science

Label the
samples

Discuss
possible
features

Enter data
onto a
spread-
sheet

Visualize
class dis-
tribution
in the in-
dependent
variable

Select
the best
features

Build the
model

Calculate
accuracy
on the

train and
validation

set

Recap of
exercise

Understand
data

privacy
and

consent

Figure 1: Workflow of our data science tutorial

where it could be rated (see Figure 2). Considering the de-
sign principles discussed in §2, there were a total of (24× 3)
cards to be labeled. We also had placed 8 additional cards
for the TG to practice. Each TG member saw the flash-
cards in the same order. The cards were ordered as follows
- the first eight cards were for practice. The next 32 was
the training-set, which contained two sets of the 16 unique
permutations of the 4 features. The last 16 was the hold-out
set kept for validating the model.

Labeling the Data Each TG member was shown the set
of 56 images to rate. They were asked to assign their rat-
ings on a scale of 1-5, where 1 meant they would certainly
not befriend the person in the image and 5 meant they were
very sure of befriending. They were given 10-12 minutes to
complete the annotation exercise. Once rated, the practice
images were removed, the 32 images meant for training and
the last 16 meant for hold-out were placed in separate en-
velopes. In the remainder of this paper, we refer to a set of
images belonging to a participant as sample. The envelope
containing training images will be referred to as the training
sample and the hold-out set as the validation sample.

Introducing Features Through a lively discussion, the TG
was encouraged to think out aloud possible features which
could signal whether a person would befriend another. Amidst
suggestions of befriending those who played the same video
games and liking the same flavor of chocolates, the TG con-
sistently concluded and saw reason in the four features we
had set up and were ready to investigate the effect of each
of these further.

Data Entry Each TG member was presented with the train-
ing sample of another TG member to analyze. Each of them
had been provided with a computer containing a template
spreadsheet workbook which had some pre-filled information
of the samples. The TG had to identify the features in each
data-point of the training sample and enter them into the
workbook. The order of entries presented in the workbook
matched the order of the flash cards the TG had labeled -
this made data entry convenient and confusion-free. A snap-
shot of the sheet presented to the TG is illustrated in Table
2.

Flashcard details Features (To be filled by participants)
Card # Name Hobby Gender Name type Hobby type Rating

1 Tanya Badminton female new name outdoor 4

2 Natasha Painting .. .. .. ..

Table 2: Illustration of a spreadsheet used
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Visualization Once the information was entered in the sheets,
we wanted the following questions to be answered
• Was a given sample “friendly”? Did the sample show

an inclination towards befriending people or not.
• What features contributed in the friend-making pro-

cess?
We considered visualizing the histogram of the ratings in

the sample to help answer the first question (Figure 2). The
TG manually counted the occurrences of each of the 1-5
ratings. They were then also shown how to apply filters to
count the same. In order to readily see whether a sample
had endorsed more friends than non-friends, we had to have
the output in a boolean form. The TG took to it intuitively
and could reason why any rating greater than 3 (or 4) could
be binned as “will befriend” and the rest as “would not be-
friend”. Once the output was binned into these two classes,
the histogram was re-done.

Figure 2: .a. A sample image which kids labeled .b.
A histogram of the ratings .c. Pie-chart visualizing
the number of males to females in those labeled as
‘friends’ in a sample

The second question was answered by visualizing each fea-
ture’s representation in the ‘friend’ and ‘non-friend’ classes
of the output. This also suggested which features were to
be used in modeling the data.

Feature Selection By looking at pie-charts (Figure 2), the
TG had to decide which features helped in discriminating
between the ‘friend’ and ‘non-friend’ classes. For instance,
if the ratio between the two categories of an independent
variable in any one class of the output (we consistently con-
sidered the ‘friend’ class since the goal was to design a friend
predictor) was, say, between 50:50 to 60:40, then the vari-
able was considered to be unable to discriminate between
the two classes. If the skew in the ratio was higher, it was
considered as a discriminating feature and was used in the
subsequent modeling process.

As a note, we would like to highlight here the advantage
of having the same number of categories for each feature in
the training sample. For instance, if we considered analyzing
gender, the instructional statement to the TG would be -
“Let us see what percent males are in the ‘friend’ class. 80%
are males in this class as compared to 50% in the whole
set; it can be thus inferred that this person prefers making
male friends over females.’. In the absence of a balanced
number of categories, this would have been -“Let us see what
percent males are in the ‘friend’ class and in the ‘non friend’
class. 80% are males in the former and 50% in the latter;
it can thus be inferred that this person prefers making male
friends over females”. The presence of equally represented

categories eases the instructional overhead and the cognitive
load of this exercise.

In order to verify how accurate the insights drawn from
these visualizations and ratios were, members from the TG
who had rated a sample were quizzed on whether these in-
deed were his/her tastes. This helped them get a sense of
how the independent variables were indeed able to predict
the dependent variable.

Model Building Once the TG had visualized which fea-
tures were able to differentiate the dependent variable, they
went ahead with the simplified model building exercise, de-
tailed in §2. For each discriminating feature, the category
which was represented higher in the ratio in the ‘friend’ class
(referred to as ‘dominated feature’ in the subsequent sec-
tions) was counted in every point in the training sample.
The occurrence of a dominated feature was given a score
+2, its absence was given a −2. A threshold of > 0 was
applied to classify the data-point in the ‘friend’ class. This
was implemented by using an IF-logic formula in the spread-
sheet. The formula was demonstrated by the mentors for the
first 2-3 data points of the training sample. The remainder
was done by the TG.

Validation Once the TG had built their models, they tested
how well it generalized on the hold-out set. The validation
sample corresponding to each training sample was retrieved.
An element of theatricality was added at this stage. The
mentors built it up like an act of magic where they chal-
lenged the TG if the model could really predict. This created
a sense of suspense and excitement in the group. The if-else
deciding classifier was applied to the unseen points and the
classification accuracy was noted down and tabulated.

Consent Once the TG noted the accuracy of their first clas-
sifiers, the entire exercise was summarized to ensure that
they absorbed the key ideas. This was followed by an ex-
planation of the importance of data privacy and being cog-
nizant about the right to own the data they create. The
importance of anonymizing information was explained. The
TG then signed consent forms to allow their ratings and
analysis be made public in an anonymized form so that the
academic community could analyze it further.

5 Learning
We report here some experiences from our tutorials. We
first see whether we succeeded in making moderately accu-
rate and generalizable models with our dataset and models.
This was a necessary condition for our success. We then
discuss mentors’ assessment of how the kids learnt and the
difficulties they faced, followed by the kids’ experiences.

Results The exercise was successful in that our simple fea-
tures were able to differentiate the output classes. Of the 71
models built, 53 models had at least one discriminating fea-
ture and 12 models had two such features. The average train
accuracy across the 71 models was 78.2% and the average
validation accuracy was 62.1%.

Mentors’ observations Working professionals and gradu-
ate students with an engineering background volunteered as
mentors. They were trained for close to three hours to get
them familiar with the exercise. Each was assigned a cohort
of 2-4 students depending on the turnout at the event. Each
mentor provided feedback about his/her cohort in a focused
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discussion at the end of each tutorial. These notes have
been aggregated and summarized in Table 3. One common
observation was that kids’ understanding greatly improved
on demonstrating the tasks with an example. The mentors
reported that kids were largely able to follow and perform
the different steps in the exercise. They reported 85% stu-
dents to have completed the whole exercise (till the last step
of validating their models). Around 11% students found the
material hard while less than 5% did not find it interesting.
The primary difficulty for students in grade 5 and 6 was in
understanding percentages. Two kids exercised their right
to not consent.

Location Event date
#Kids
attended

#Not in-
terested

#Not signed
consent

#Found the
material hard

New Delhi June ’15 14 1 1 2

Bangalore Sep ’15 19 0 0 3

Pune Oct ’15 18 1 1 2

Urbana
Champaign

April ’16 20 0 NA* 1

Total 71 2 2 8

*This exercise could not be completed due to a paucity of time

Table 3: Mentors’ notes from the tutorial

Kids’ experiences They found the problem statement to
be fun and exciting. They were comfortable in using a
spreadsheet and picked it up rather quickly. They enjoyed
making graphs and using different styles even though it
wasn’t required in the exercise. At the end of the tutorial,
each of them was asked to blog what s/he learnt and also
fill a short questionnaire containing open-ended and Likert-
scale based questions on their experience.2 Around 65% of
them responded to the questionnaire. Table 4 summarises
their responses.3 The kids mostly strongly agreed the tu-
torial was interactive, was not theoretical, was clear, paced
right, was not difficult to comprehend and conveyed new
concepts - all of which were part of our guiding design prin-
ciples. They also had a choice to fill in subjective com-
ments, in which most senior students asked for a follow up
to the topics introduced. One suggested he’d use data sci-
ence to predict his pocket-money expenditure and another
her school grades.

Statement Strongly
disagree

Disgree Agree
Strongly
agree

I could understand what the
tutor was explaining

0% 1% 32% 67%

I understood how data sci-
ence is applied to problems

0% 0% 3% 97%

The tutorial was interactive 0% 0% 21% 79%

The tutorial was boring 79% 21% 0% 0%

The tutorial was theoretical 97% 3% 0% 0%

The tutorial was difficult 79% 19% 1% 1%

The tutorial was fast for me 65% 34% 1% 0%

I learned new concepts 0% 0% 2% 98%

Table 4: Kids’ feedback on the tutorial

2
A shorter questionnaire was sent out at UC due to a paucity of time.

3
Given this is a self-report, it is a good measure of engagement. A

better measure of learning comes from mentor experiences.

6 Conclusion and Future Work
The paper describes a half-a-day long data science tutorial
that was organized for kids from grades 5 through 9. The
camp was designed to expose them to the full cycle of a typ-
ical supervised learning approach and act as a primer to a
more involved treatment of the subject. During the course of
this tutorial, kids experienced how they could use data sci-
ence to successfully solve a relevant problem, and in doing
so, also appreciate the power and the applicability of such a
technique. We share a set of design principles to help choose
a problem statement, create a dataset and create a modeling
technique such that it maximizes participation while ensur-
ing minimal pre-requisites from the kids. The exercise was
fairly successful, as signaled by both, the mentors’ and kids’
feedback, and also led to some learning for further design.
In future, we plan to use more methods to gauge student
learning.

We believe that our work presents a good starting point
for educators to explore this further. We strongly believe
that data science needs to be inculcated in school curricula
and we see this as a resource which educators and curric-
ula designers could take inspiration from. From a research
position, a Scratch equivalent for data science poses to be
a promising area of research at the intersection of HCI,
programming languages and machine learning. Finally, we
would also like to explore how we could scale the organiza-
tion of these camps so that we could maximize its outreach
to school students.
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