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Abstract

It is estimated that there are 900 million dogs in the world.
That is a lot of dogs, and we assure you that each one is
a good dog [2]. Unfortunately, we don’t have enough time
to meet each dog de novo, and have inevitably needed to
rely on word-of-mouth to learn about which dogs to meet
and when. In this work, we demonstrate human-level perfor-
mance for zero-shot dog recognition from features described
by other humans. Human performance is robust (>85% accu-
racy), even when presented with challenging comparisons.
This accuracy is in the same ballpark as Karpathy et al’s work
on a human baseline for ImageNet [6]. We believe that this
work will help future researchers develop Al-based tools for
super-human performance on word-of-mouth-based human-
dog introductions. From a neuroscience perspective, this
work also establishes the presence of a seeming information
barrier between the visual cortex and the language system
of the human brain.

Keywords Good Dogs, Zero-Shot Transfer Learning, Hu-
man Performance, Visual Cortex, Language Processing

1 Introduction

There are so many dogs. It is a very exciting time to be alive,
for sure. But with great opportunities come great oppor-
tunity costs: the average citizen simply does not have
enough time to meet every dog cold. Typically, we get
to know dogs through a third-party, usually starting with
a verbal description. Many dogs are never photographed,
which makes sense because very few dogs have sufficient
Instagram followings. Dogs like Doug the Pug [3] are the
exception rather than the rule. Most dogs are more like hid-
den gems, rather than national crown jewels. As such, it is
critical that we are able to rely on verbal descriptions of dogs
in order to learn which dog we will be meeting.

Everyone knows that technology-driven solutions will
facilitate human-dog interactions, but it has not been rigor-
ously studied how well humans perform on this task (and
therefore what the value-add would be for Al-based technolo-
gies). In this work, we provide the much-needed empirical
analysis of how well humans are able to identify dogs based
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Figure 1. Cover for the Zero-shot Dog Challenge slide deck

on just verbal descriptions. We expect that with this ground-
work laid, there will be an uptick in both research grants and
startups for Computational Dog-related Studies. We spec-
ulate that this will likely be a hot area of research in the
future.

Skeptics argue that these are problems of the past and
that technology will enable picture-based social media net-
works for meeting dogs. In fact, there have been attempts
of this in recent years such as Tinder for Dogs [10] and Meet
My Dog App [8]. However, these technocrats overlook basic,
fundamental flaws with this approach. For starters, some
dogs are shy and don’t want their photos online. In addi-
tion, no courts have ruled whether the Fourth Amendment
(United States) or GDPR (European Union) applies to dogs.
The United States legal system has recognized that some
animals do have standing to bring suits in federal courts [4],
so the matter of whether dogs have a legal right to privacy is
currently unresolved. Nevertheless, such tools will not solve
all of our problems.

Our contributions in this work are as follows

e We show that humans are pretty good at identifying
dog breeds based on verbal comparative descriptions.
These descriptions are produced by observing just 2-3
images of the dogs in question (and hence, zero-shot).

e By quantifying the performance of humans on a zero-
shot transfer learning task, we establish a bound on
what can possibly be performed by an Al technology
designed for such tasks.

e We hypothesize that there exists a barrier between the
information processed by the visual cortex, and the
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Figure 2. Example training slide shown to a teacher.
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Figure 3. Example prediction slide shown to a team.

Figure 4. Task details. Two breeds of dogs, each with 3-5 images, were displayed to the teacher from each team. The rest of
the team would not have access to these images while the teacher viewed this set of images. The teacher would then have to
explain the breeds to the team. The teams would then be shown a test image and would be asked to guess the breed.

processed information being available to the language
system of the human brain.

2 Previous Work

SIG TBD is home to seminal work in the field of Machine
Learning for Dogs: Boag (2018) empirically proved that every
dog in Cambridge, MA is a good dog [1], though it is still an
open problem whether this has a theoretical basis to it.

In 2018, Kaggle unveiled a competition for Dog Breed
Identification Challenge [5]. Similarly, Machine Learning
techniques have been deployed for app-based breed classifi-
cation [9]. Of course for all of these works, there is always
an extensive training set to learn from hundreds of examples
per class. This requires a lot of effort.

Dog-based Machine Learning has also arguably been stud-
ied in fields like Interpretable Al Specifically, there are some
works which used multiple pictures of dogs in their Com-
puter Vision papers [11]. There may be other such papers as
well.

More recently, attempts have been made to learn machine
learning models through comparison [12]. This is closest in
spirit to the human neural activity that the zero-shot transfer
learning task in our work engages.

3 Methods
3.1 The Task

In February 2019, the authors participated in a competition
among humans for zero-shot dog breed classification. The
rules were as follows:
1. 5 rounds of game per team (each team comprised 6
people)
2. In each round, one person from a team will be a “teacher”.
The teacher is shown two dog breeds. For each breed,
2-5 images are shown. S/he is given 30 seconds to look
at the two sets of images, and 30 seconds to describe
the two breeds based on their observation.
3. The organizers then choose on unseen image of any of
the two breeds and show it to the team members. Based

on the descriptions they heard, the team members
are now required to guess which of the two breeds
the dog belongs to. They have a 50% probability of
getting it right. They are then given 20 seconds to
think/deliberate/discuss. Importantly, they have no
access to the ‘training set’ which the teacher had access
to.
4. All images are from Stanford Dogs Dataset [7]

An example of this procedure can be seen in Figures 2
(teacher training) and 3 (prediction slide). In this case, the
teacher (while looking at Figure 2) might describe the differ-
ence between the dogs as “Affenpinschers are always black,
whereas Afghan Hounds can sometimes be black and some-
times be brown” or perhaps “The Afghan Hound is a lot
larger than the Affenpinscher” After the teacher describes
the differences for 30 seconds, the team then sees Figure 3
and must deliberate to decide whether the dog is an Affen-
pinscher or Afghan Hound.

3.2 Teams

There were three teams that participated in this competi-
tion. Although all teams followed the same framework (i.e.
take notes while teacher describes dogs and then reference
those notes during prediction time), they employed different
strategies for their predictions. The first team had seemingly
a dog expert and usually listened to that teammate’s rec-
ommendation for predictions. The second team adopted an
ensemble approach in which everyone independently made
their predictions before discussing (in an effort to combat
group think). The third team did all of their deliberation in
Chinese because that was their native language, and was
therefore easier for them to communicate.

4 Results

Humans performed surprisingly well. All three teams got
%(z 87.5%) predictions right. This is in the same range as
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Figure 6. Prediction slide for the task from Figure 5

Figure 7. Perils of a correlation-based predictor being illustrated by humans. On showing images of curly-coated
retrievers and Bouvier des Flanders, one of the teams’ teachers described an incorrect feature to their team - of retrievers
generally holding onto an object in their mouths. Coincidentally, the prediction image consisted of a retriever conveniently
holding an object in its mouth, leading their team to guess that the good dog was a retriever. This demonstrates how learning
a correlating feature which is not causal can have dire consequences in modern Al systems.

human baseline results reported by Karpathy et al. for Ima-
geNet [6]. Notes from all three teams are shown in Figures
8,9, and 10.

Analyzing the notes revealed interesting information. One
note from team 1 (not shown here) suggested that some
teammates were more visually inclined than others, as they
chose to draw the descriptions provided by their teacher
rather than writing them out. This seems to have played no
difference in the final accuracy though.

We can see in Figure 9 that the ensemble-based approach
gives 6 times as many labels for the human baseline. Further,
we can see that most team predictions were unanimous (6-0)
or near unanimous (5-1), showing the predictions were not
independent (and therefore all based in the same direction),
thus defeating the noise cancelling benefits of ensembling.

5 Discussion
5.1 Dog descriptions

There were some very good human descriptions of the dogs,
including:
1. “It’s super cute and fluffy when it is small”
2. “The Corgi... looks like a dwarf. Like a dog meets a
dwarf... in it’s legs”
3. “They’re very different. But each beautiful creatures
in their own right”

5.2 Perils of correlation-based prediction systems

Occasionally, humans were arguably right for the wrong
reasons. The teacher who was describing the classes in Fig-
ure 5 confidently stated that Curly-coated Retrievers “al-
most always are holding something in their mouths.” Lo and
behold, the prediction image (shown in Figure 6) showed

a Curly-coated retriever holding something in its mouth.
This suggests a potential downside to such feature-based,
correlation-driven prediction systems. It is, of course, pos-
sible that this property is a true fact about the world. More
research is required to establish its certainty.

5.3 Neuroscience of zero-shot transfer learning

This task opens up the possiblity of the existence of an in-
formation barrier between what is processed by the visual
cortex, and how much of it can be retrieved by the language
system in the human brain. In this task, the teacher observes
images of the two breeds, processes it, and is required to
then switch to using her/his language system to describe
what they just perceived. Neuroscientifically, this requires
the brain to distill a representation of the two breeds from
the visual cortex, which is then supposedly accessed by the
language system. In our tasks, we observe that each task
from each team had less than a 100% accuracy, which sug-
gests that the language system cannot potentially access all
the information processed by the visual cortex. In a sense,
there possibly exists an information barrier between the
representation that is encoded by the visual cortex, and the
information decoded from it by the language system. Such a
lossy decoding is indicative of the brain using a low dimen-
sion feature space (as compared to the feature space enabled
by retinal ganglion cells) to store such representations. As
a caveat, the statistical validity of these results are limited
(n = 6 subjects). This is a possible research question which
can be tested through behavioral studies in the future.
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6 Conclusion

All dogs are, and will remain good. Additionally, people are
pretty good at identifying dogs without having seen them
before. We speculate that assistive technology could help
humans perform even better, thus allowing people to achieve
super-human performance at identifying dogs. This could
enable future citizens of the world to meet more dogs than
ever imagined.
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Figure 8. Notes taken by a member of team 1.
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Figure 9. Notes taken by a member of team 2.
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Figure 10. Notes taken by a member of team 3.
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